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Most of the situations of daily life that arouse human interest are experienced as 
unexpected. Highly unexpected events are preferentially memorised and are 
systematically signalled or reported in conversation. Probability theory is shown to 
be inadequate to predict which situations will be perceived as unexpected. We 
found that unexpectedness is best explained using Kolmogorov complexity, which 
is a strong indication that human individuals have an intuitive access to what was 
thought to be only an abstract mathematical notion. Many important and 
previously disparate facts about human communicative behaviour are shown to 
result from the cognitive ability to detect complexity shifts.  

La plupart des situations de la vie quotidienne qui retiennent l’intérêt des êtres humains 
sont perçues comme inattendues. Les événements particulièrement inattendus sont 
préférentiellement mémorisés et sont systématiquement rapportés lors de conversations. 
La théorie des probabilités se révèle inadéquate pour prédire quelles situations seront 
perçues comme inattendues. Notre étude montre que l’inattendu est expliqué par un 
saut de la complexité de Kolmogorov, ce qui suggère que les individus humains ont un 
accès intuitif à ce qui pouvait apparaître comme une notion mathématique abstraite. 
Des propriétés importantes et précédemment disparates relatives au comportement 
communicationnel humain se trouvent résulter de la capacité cognitive à détecter les 
sauts de complexité.  
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Most of the situations of daily life that arouse human interest are experienced as 
unexpected. Highly unexpected events are preferentially memorised and are 
systematically signalled or reported in conversation. Probability theory is shown to 
be inadequate to predict which situations will be perceived as unexpected. We 
found that unexpectedness is best explained using Kolmogorov complexity, which 
is a strong indication that human individuals have an intuitive access to what was 
thought to be only an abstract mathematical notion. Many important and 
previously disparate facts about human communicative behaviour are shown to 
result from the cognitive ability to detect complexity shifts.  

Human beings perform a daily task that, as far as we know, no other animals do. They 
devote a considerable amount of their time reporting events, as the observation of their 
conversational behaviour shows1. They select among their various experiences those 
which are worth reporting to conspecifics. Only a small fraction passes the selection. 
Though reported experiences may belong to any domain of experience, there are strong 
requirements for a state of affairs to become an interesting event. One of them is that it 
be unexpected. The characterisation of unexpectedness reveals that human individuals 
actively estimate the complexity of situations, in the Kolmogorov sense. 

Several parameters are known to systematically influence the unexpectedness and 
thus the interest of an occurring event, among which rarity, atypicality and proximity. 
The reportability of a robbery grows if robberies are rare in the region, if the stolen 
property was atypical by its high amount and if it concerned one’s neighbour. Proximity 
in space2,3, in time4 and departure from norms5,6 have been shown to have a systematic 
influence on interest and newsworthiness.  

One natural way to unify these apparently unrelated parameters is to say that the 
unexpectedness of an event is measured by its improbability, thus implementing an 
information-theoretic approach to human interest. Shannon’s definition of transmitted 
information7 can be applied to event-related communication between humans by 
defining unexpectedness as U = log2 1/pi, where pi is the a priori probability of the 
event. An alternative definition8 is U = Σ pj

2/pi. It accounts for the fact that improbable 
events are only interesting if they are a contrast to probable alternatives. These 
definitions based on probability lead however to considerable difficulties. 

Probability does not account for unexpectedness 

The first problem is that human beings are known to perform badly when combining 
probabilities. Various biases, such as the gambler’s fallacy9, the conjunction fallacy10, 
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the base-rate ‘fallacy’11,12, the over-sensitivity to personal data13, to representativeness14 
and to cognitive availability15 lead individuals to make glaring but consistent judgment 
errors even in simple situations. By inverting the perspective, probability theory can be 
claimed to offer a poor image of human probabilistic judgment. 

A second problem comes from the artificial conflation, under the same concept of 
probability, of apparently unrelated sources of unexpectedness: rarity and unexpected 
proximity (a robbery in one’s neighbour’s house), unexpected deviation (a dog of the 
size of a rat), or unexpected coincidences (getting five ones when rolling five dice). This 
conflation is achieved through abstract mathematical concepts such as Poisson or 
Gaussian distribution laws and measure theory, which allow to establish a link between 
continuous and discrete probability. It is unlikely that human minds have any intuitive 
access to these concepts and use them to get a unified notion of unexpectedness. 

A third problem with a probability-theoretic approach to unexpectedness is that 
most definitions of probability, including the axiomatic, the frequentist, the subjective 
and Bayesian frameworks, require that the set of exclusive alternatives be given in 
advance, whereas it is rarely available in ordinary life. Each actual state of affairs is 
unique. Probability theories provide no general rule whatsoever indicating which 
aspects, such as the colour or the precise position of the dice on the table, should be 
ignored when defining what is to be considered the actual event and what its 
alternatives are. 

A fourth problem comes from the fact that individuals regard as unexpected 
situations that qualitatively differ from prototypes, such as a towing attachment on an 
expensive sport car. Probability theory is unable to predict the value of unexpectedness 
in such case: subjects have no access to any statistics that might include sport cars with 
such equipments. 

In what follows, we give a formal definition of unexpectedness based on 
complexity. We then show that the model makes correct predictions about crucial 
factors that control interest (Table 1). We finally discuss the plausibility of complexity 
assessment by humans, before mentioning potential applications of the model. 

Unexpectedness as Kolmogorov complexity drop 

The quest for a better model for determining factors of interest was naturally oriented 
toward the notion of complexity when considering examples as the following. 
Encountering by chance a close acquaintance in a remote place can be highly 
unexpected. Unexpectedness in this case is an increasing function of the remoteness of 
the place and of the friend’s closeness. In other words, for the story to be reportable, the 
place has to be complex whereas the friend has to be simple. Probability theory is of 
little help to explain the gradual influence of complexity on unexpectedness in such an 
example. Another example can be taken from lottery drawings16. Subjects consider the 
occurrence of simple drawings such as 1-2-3-4-5-6 as virtually or even strictly 
impossible, whereas complex configurations such as 12-27-31-36-37-41 seem worth 
wagering. Correlatively, the public does not care if the latter is actually drawn, whereas 
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the occurrence of the former would make formidable news. Again, probability theory 
does not account for the differential unexpectedness of these drawings. 

 

Table 1 – Some predictions of the model 

Prediction Example Relevant parameters  

Deviant feature Sport car with a towing 

attachement 

Distinctiveness of the deviant object 

Simplicity of the deviant feature 

Remarkable structure Consecutive lottery drawing Simplicity of the structure 

Coincidence Two unrelated but similar 

suicides by drowning 

Strength of the analogy 

Proximity Fire in the neighbourhood Short distance 

Landmarks Blaze on the Eiffel Tower Simplicity of the landmark 

Topic relatedness Car accessories introducing 

towing attachment 

Strength of the analogy 

Encounter problem Encountering a know person in 

a remote place 

Complexity of the place 

Simplicity of the person 

 

We discovered that Kolmogorov complexity provides a much better measure of 
what human beings consider unexpected. The Kolmogorov complexity K(s) of a state of 
affairs s is the size of the shortest programme that generates s if run on a universal 
computing machine17. This abstract definition has two major drawbacks when applied 
to finite objects: it depends on the chosen machine, and it is generally not computable. 
The concept of complexity is less problematic when applied to cognitive processes18. 
We introduce the notion of cognitive complexity C( ) as an instantiation of K( ) defined 
for a specific ‘machine’, the observer’s mind. C(s) is defined as the length of a minimal 
cognitive procedure through which the observer can generate the state of affairs s. 
Thanks to this definition, we could characterize unexpectedness and reach a predictive 
model of interest (Table 1). 

Though cognitive complexity may remain out of reach in many cases, complexity 
differences are most often computable. This makes unexpectedness an operational 
concept. A situation is unexpected if taking into account some feature F generates a 
complexity drop. 
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U(s,F) = C(s) – C(F) – C(s|F)  (1)  

F may be any detail mentioned when an event is recounted. C(s|F) is the 
complexity of generating s when F is already available.(1) A feature F is said relevant to 
s if U(s,F) > 0, otherwise it is irrelevant. Only relevant features are considered here. 
C(s) and C(s|F) can be dubbed a priori and a posteriori complexity. They are relative to 
the same event, but correspond to different computations. The computation of C(s) 
relies on a standard procedure available to the subject. It is generally based on a 
prototypical situation r to which s can be associated. By comparison, the generation of 
C(s|F) can be reduced, as F may provide a shortcut in the computation of s (figure 1). 
Unexpected situations are simpler a posteriori than a priori. Definition (1) illustrates 
the fact that simplicity plays a fundamental role in cognition19, even at the highest level 
where individuals determine their focus of interest. 

For example, if s designates a given expensive sport car, the standard complexity 
of s amounts to the minimum number of yes/no questions necessary to specify the 
actual car among all imaginable sport cars. It is expected to be log2 N if N is the number 
of sport cars. If that car happens to carry a towing attachment (F) that is believed to 
make it unique in its kind (as towing and speeding seem contradictory), then C(s|F) is 
zero and U(s,F) = log2 N – C(F). An important prediction here is that distinguishing 
features are most unexpected when they are simple (figure 2).  

Figure 1: A simplified tree model   
In this simple model, a situation s is conceived as resulting from a 
series of choices leading from a starting point R to s through various 
intermediary states (e.g. choosing a path when visiting a foreign 
city). The complexity of s is the number of bits necessary to specify 
the path from the root R to s. It amounts to log2 3 + log2 4 + log2 2 + 
log2 4 in the example. C(s|F) refers to the complexity of the path 
from F to s and amounts to log2 4 in the example. The difference 
C(s) – C(s|F) can be assessed even if one has only partial 
information about s. In this tree model, it amounts to the portion of 
the path leading to s that stops at F. If the only access to F is that 
partial path, then U(s,F) is zero. If F can be acceded to though 
some other way, e.g. if nodes are independently listed and F turns 
out to be the first node in that list, then C(F) is minimal and U(s,F) 
reaches a significant value. Note that the unexpectedness of s can 
be assessed without knowing its alternative, which would be the 
leaves in this simple tree model. 

For similar reasons, each banknote is unique thanks to the number it carries, but 
only simple numbers such as 121212121212 or 123456654321 can make them 
unexpected and thus noteworthy.(2) These numbers can be generated by combining 
simple operations such as increment, copy, symmetry, so that they can be represented 

                                                 

1 This definition of conditional complexity matches the standard one, which supposes that F is given as input to the procedure that 

produces s.  
2 In some definitions of complexity-based probability20, simple structures are mostly probable. Here, on the contrary, the most 

unexpected structures are those that offer a complexity contrast by being simpler than expected. 

R 

 

 

  F 

  s 



 

 5

by a hierarchy of nested group structures21. Their representation in a human mind is 
much more concise than numbers like 491944264709 that seem devoid of structure. In 
this context, the unexpectedness of a number constrained by a repetitive structure, like 
333333333333, is 11*log210 = 36.54 bits, as it requires one instantiation and a copy 
instead of a copy followed by 12 instantiations.  

Figure 2: Simplicity of distinguishing features  
This 24-cent airmail stamp of 1918, which was 
erroneously printed with an inverted centre, is worth 
about $200,000, about two thousand times the price of a 
regular copy of the same stamp. The interest in such an 
item is enhanced by the structural simplicity of what 
makes it particular (here a mere inversion), as 
suggested by our definition of unexpectedness. 

(from the Smithsonian National Postal Museum,  
www.postalmuseum.si.edu/exhibits/2f1a_inverts.html) 

Coincidences and unexpected simplicity 

Coincidences exert special attraction on human minds22. For instance, a news item like 
two persons having committed suicide by drowning was reported in the French national 
media23 because of the striking similarity of the two events. Cognitive complexity 
provides a straightforward explanation why the co-occurrence of two similar events 
elicits high interest. Assuming that e1 and e2 are two independent (i.e. non causally 
related) events, the standard computation of C(e1&e2) amounts to C(e1) + C(e2), and: 

U(e1&e2, e1) = C(e2) – C(e2|e1)  (2) 

Equation (2) predicts high unexpectedness when the co-occurring events bear an 
analogy to each other, as analogy minimizes complexity24. Unexpectedness also rises 
with the complexity of the coinciding events. Hence the importance, when reporting 
coincidences, of mentioning every detail that makes the two events more particular 
while preserving their similarity, as in the well-known parallel between the lives of A. 
Lincoln and J. F. Kennedy25.  

The notion of cognitive complexity also explains egocentric effects in the 
perception of coincidences, which bring subjects to be more surprised at coincidences 
happening to them than to comparable coincidences happening to others, even when the 
latter is objectively more surprising26. For instance, a match of birthdays in a group 
appears more surprising to subjects who are involved in it21. To represent this effect, we 
introduce computation sequences (noted with operator +) that provide indications for 
the actual computation of complexity: 

U(s, F1+F2) = C(s) – C(F1) – C(F2|F1) – C(s|F1&F2)  (3) 

In the frequent case in which the computation sequence is memoryless, i.e. 
C(s|F1&F2) = C(s|F2), we can derive: 
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U(s, F1+F2) = U(s, F2) + U(F2, F1) (4) 

In the case of coincidences, the sequence ego+e1 is memoryless, since 
C(e1&e2|ego&e1) = C(e2|ego&e1) = C(e2|e1), as the shortest generation of e2 only needs 
the analogy with e1. We get:  

U(e1&e2, ego +e1) = U(e1&e2, e1) + U(e1, ego)  (5)  

Equation (5) accounts for the fact that the unexpectedness of coincidences is an 
increasing function of egocentric closeness, measured by U(e1, ego). Importantly, this 
result is obtained without any extensional reasoning, such as taking into account the size 
of the set to which one implicitly relates when considering alternatives21. 

Complexity and proximity effects 

Locations differ in complexity for a given observer. To account for the fact that rare 
events are more unexpected when they happen in close vicinity, the scope of formula 
(1) had to be extended to cover continuous domains. Though Kolmogorov complexity is 
defined only for discrete structures, the complexity of a place is naturally defined as the 
most concise set of directions that allows finding it. Locating a surface a2 on a two-
dimensional area S requires no more than log2 (S/a2) bits. To generate the location l of a 
rare event, e.g. a building on fire, when one’s experience indicates that comparable 
events occur with spatial density De, one needs C(l) = log2 1/(a2De) bits, as 1/De 
represents the area of occurrence of one event on average. Determining the same 
location knowing that the fire occurred at egocentric distance d requires C(l|d) = 
log2 (2πd/a) bits. Unexpectedness due to proximity varies as U(l,d) = log2 (1/(2πd2De)), 
assuming the complexity C(d) of the distance to the event is log2 (d/a) (where d > a). If 
De is estimated by 1/(πR2) where R is the distance to the closest remembered event,(3) 
then:  

U(l,d) = 2log2 (R/(d√2))  (6) 

Unexpectedness is found to be an increasing function of rarity (measured by R) 
and a decreasing function of egocentric distance d. 

Proximity effects are also to be observed in coincidences. The report on the 
double suicide by drowning23 heavily insisted on the spatio-temporal proximity of the 
two events, which occurred a few kilometres apart on the same morning. C(e2|e1) in 
formula (2) involves a term 2log2 (R/(da√2)), where da is the allocentric distance 
between the two events. The coincidence is correctly predicted to be more unexpected 
when da is small. 

Formula (3) predicts the use of landmarks in narrative descriptions. Mentioning 
the location l of an event may be useless if it is not close enough to produce any 

                                                 

3 It can be shown to be a good estimator – see www.enst.fr/~jld/Data/Closest-occurrence.pdf  
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unexpectedness. However, if l is close to a well-known landmark such as the Eiffel 
Tower,(4) then unexpectedness may recover a significant value. The best landmark 
maximizes U(l,L+dL), where dL > a is the allocentric distance from landmark L to the 
event. From formula (3), we get: 

Lopt = argminL (C(L) + 2log2 dL) (7) 

We must have C(Lopt) + 2log2 dLopt < 2log2 d, otherwise no landmark is used. 
Landmarks behave like Newtonian attractors with mass 2–C(L) on a two-dimensional 
space. The null landmark (ego) is granted with mass equal to 1 (figure 3). 

  
Figure 3: Landmark influence zones  
These pictures show a map of Paris with the main monuments ranked according to the number 
of tourist visits. Each monument would be used by a tourist as a landmark within the zone of 
corresponding colour. The influence of a monument diminishes as 2–r (where r is the rank of the 
monument in the list) divided by the square of the distance to the point. The largest zone is the 
ego zone, in two successive positions. Outside the coloured zones, no landmark is used except 
the city of Paris itself.  
(an animation can be viewed at: www.enst.fr/~jld/Data/Paris_landmarks.avi ) 

A similar law holds for time, explaining the importance given to recency in event 
selection and the frequent use of temporal landmarks for non-recent events27.  

The same phenomenon may explain topic relatedness. Each element of the current 
context of a conversation can be used as a landmark that reduces the complexity of the 
next topic, making it worth reporting. The mention of F1 in the current conversation 
topic makes it free (C(F1) = 0) for the next topic s, which appears more unexpected: 
U(s, F1+F2) > U(s, F2) as soon as U(F2, F1) is non negligible (see equation (4)). A sport 
car with a towing attachment (F2) is indeed more unexpected if the previous topic has 
introduced car accessories (F1). Abrupt topic change avoidance in casual conversation 
would not be the manifestation of a pure social convention28, but would result, at least 
in part, from a cognitive propensity to maximize unexpectedness. 

                                                 

4 July 22, 2003, a minor blaze on the upper floor of the Eiffel Tower was reported in French national news media. 
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The encounter problem 

One of the most spectacular problems is the case of a fortuitous encounter s with a 
person P at location l, as the explicit influence of cognitive complexity is particularly 
transparent and is not predicted by alternative models. We show that unexpectedness 
includes the term C(l) – C(P), which explains why surprise is maximal when the 
location is complex (a small alley lost in an insignificant remote village) and the actual 
person is simple (e.g. a colleague or a celebrity). In what follows, l(ego) and l(P) 
designate the presence of the witness and P in l. A recursive application of formula (3) 
gives: 

U(s, l(ego)+P+l(P)) = C(s) – C(l(ego)) – C(P|l(ego)) – C(l(P)|l(ego)&P) – 
C(s|l(ego)&P&l(P)) 

C(l(ego)) corresponds to the complexity of the plan needed to get to l. It amounts 
to C(l) in most cases (unless l is difficult to reach). The term C(P|l(ego)) equals to C(P), 
as the complexity of P does not change with ego’s position. The term C(l(P)| l(ego)&P) 
equals zero, as P’s position is fully determined using ego’s position. We get: 

U(s, l(ego)+P+l(P)) = C(s) – C(l) – C(P) – C(s | l(ego) & P& l(P)) 

The difference C(s) – C(s | l(ego) & P& l(P)) corresponds to the standard 
complexity of generating P and the common presence of ego and P in l. If P and ego are 
comparable, if they are colleagues for instance, then the most parsimonious generation 
of P consists requires log2 N bits, where N is the number of colleagues. If l(ego) and 
l(P) are independent, bringing both protagonists to l requires 2C(l) bits. We get 
eventually: U(s, l(ego)+P+l(P)) = log2 N + C(l) – C(P).  

If ego and P are not compared, for instance if P is a celebrity rather than a 
colleague, then the standard generation of P may proceed by distinguishing among all 
individuals that could have been at l, i.e. anyone within a range R from l. The value of R 
must be large enough to include the actual person P, but not larger to keep the 
generation of s minimal. All these individuals are normally as far from l as P or less. If 
P is supposed as distant from l as ego, the determination of P requires C(l) + c bits, 
where c is a constant. We obtain finally: U(s, l(ego)+P) = c + C(l) – C(P). 

Both computations produce a similar dependence on the complexity of the place 
and on the simplicity of the person. Though the preceding computations are not trivial, 
human beings seem to possess specific abilities and heuristics to perform the 
corresponding complexity estimates spontaneously, since they have a correct perception 
of all the factors that affect fortuitous encounters. 

Note that if the adventure occurred to Q instead of ego, then Q must be added to 
the computation sequence and unexpectedness is diminished by the amount C(Q). 
Hence the general preference for fist-hand narratives38, as they are systematically more 
unexpected. 
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Structural unexpectedness
ex: a remarkable kilometre amount
on the clock

Deviance
ex: a huge dog

Proximity
ex: a fire in the neighbourhood

Cognitive complexity assessment 

Cognitive complexity provides a unified and parsimonious framework to account for 
various factors that have decisive influence on interest: remarkable structure, deviance, 
and spatial, temporal or social proximity (Figure 4). For a complexity-based model of 
interest to be predictive, it is essential to have a plausible picture of how human subjects 
make complexity judgements. 

The complexity of structures crucially depends on how the mind analyses them18. 
Their description as a recursive combination of algebraic groups, as in the Generative 
Theory of Shape21, suggests that the complexity of a structure is obtained by adding 
together the complexity of each group entering its description16. The validity of this 
method may be assessed by measuring how reaction times correlate with Gestalt 
simplicity29. Structural unexpectedness can also be estimated by its consequence on 
probability judgements16. 

The complexity of many situations is assessed by comparison with similar 
memorised situations, and thus depends on the subject’s experience, embedded 
primarily in prototypes and exemplars30. Communication is made possible by the fact 
that strong between-individuals agreement exists on the prototypes that are formed 
about familiar objects or about daily events31. Actual objects or situations that are close 
to the centre of the prototype for a multi-attribute resemblance32 are maximally 
complex, as discrimination is most difficult there. To assess their complexity, 
individuals must be able to estimate the numerosity of the corresponding class, e.g. by 
assessing its cognitive ‘availability’15. Deviant objects or situations are simpler. For 
distinguishing features with a Gaussian distribution, the complexity of discrimination is 
expected to decrease as k2, where k is the number of standard deviations from the mean, 
until it reaches zero for items that are regarded as unique in their own kind. Human 
individuals may have an implicit knowledge of this decrease of complexity. 

 
Figure 4: Sources of 
unexpectedness  
Simple structures, deviance and 
proximity are the three main 
sources of unexpectedness. In 
each case, the minimal 
description of the situation is 
simpler than usual.  

 

 

Assessing unexpectedness due to proximity in time and space seems 
straightforward, as it depends on distance estimates as in equation (6). Care should be 
taken, however, to consider psychological space and time, rather than their physical 
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counterparts. Subjects tend to distort spatial distances33 and temporal distances34, for 
instance by overestimating small amounts and underestimating large ones. Note that 
subjects spontaneously use spatial33 and temporal27 landmarks to locate places and 
events. A relevant test would be to know whether equation (7) is correct in predicting 
that the decision to use landmarks depends on their complexity, which would be 
independently assessed, for instance, through reaction time measures. 

Social closeness also has a huge impact on the interest of events, especially in 
gossip35,36. The same anecdote is more interesting if it involves a neighbour rather than 
that neighbour’s cousin. To assess the contribution of social closeness to 
unexpectedness, one must observe that the number of acquaintances grows 
exponentially with the number of separating links in the social graph (unless strong 
geographical constraints bring the increase down to a mere power law37). Consequently, 
the complexity of discriminating among acquaintances grows linearly with social 
separation. Unexpectedness, and thus gossip interest, will decrease accordingly. The 
concept of cognitive complexity also accounts for the fact that much gossiping concerns 
celebrities35, though famous figures have a bounded social connectedness and are 
unlikely to be close to all who gossip about them. The reason is that the minimal 
cognitive determination of celebrities does not go through the graph of acquaintances. 
Gossiping partners share a list of people they consider prominent. Complexity of 
prominent figures can be assessed by the logarithm of the rank in that list. 

Conclusion 

Several aspects of human lives depend on the ability to be surprised at some relevant 
configurations of the environment. Studies on memory have shown that unexpected and 
deviant states of affairs are preferentially memorised39,40,41,42. Definition (1) offers a 
precise characterisation of the unexpected and predicts that complexity drop would be a 
good predictor of memory fixation. It also raises new questions about the function of 
episodic memory43.  

The notion of unexpectedness offers a new way to found subjective 
probabilities16. An obvious way to link complexity-based and information-theoretic 
notions of unexpectedness is to define subjective probability by p = 2–U, thus 
considering cognitive complexity as a basic ability and turning probability into a 
derived notion. With this definition, most situations do not appear within sets of 
exclusive alternatives and yet can be assigned probability. 

Unexpectedness, especially deviance, is strongly connected to newsworthiness4,6. 
The definition of unexpectedness as complexity drop offers a theoretical foundation to 
several ‘news values’4,44,45 and it indicates how these criteria can be aggregated instead 
of being merely added4. It opens the way to new automated method for personalized 
news and for ranking streams of news in news search engines46.  

Definition (1) provides a new criterion for narrative relevance (together with other 
factors like emotion47). The prediction is that unexpected situations are preferentially 
signalled and spontaneously recounted48, and that the relevance of F to s is measured by 



 

 11

U(s,F). This criterion for narrative relevance has various advantages: it is formal, it 
offers a gradual measure of interest, it is grounded in universal cognitive abilities and 
not in convention, and it is open to refutation. It indicates that the content of human 
conversation may be determined through non-trivial formal computations. Human 
beings know that fortuitous encounters are more interesting when the place is complex 
and the partner simple. They know that conceptual analogy and physical proximity 
make coincidences more arresting. They know which details are crucial in a narrative, 
they know that first-hand narratives are more interesting and they know that abrupt 
change in conversational topics should be avoided. This knowledge, unexplained by 
current theories of relevance, appears to follow from one single principle, the 
maximization of complexity drop. 

The predictive power of the notion of unexpectedness suggests that human beings 
have the fundamental ability to assess the complexity of minimal cognitive descriptions. 
Kolmogorov complexity has been defined to measure the randomness of mathematical 
objects. Its inventors may not have anticipated that it captures a basic principle of 
cognitive activity19. Here we showed that complexity drop is a crucial factor involved in 
the selection, among all experiences, of those which are worth memorizing and telling.  
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