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Abstract

The exponential growth of social networks currently makes them the standard way to
share and explore data where users put informations (images, text, audio,...) and refer to
other contents (profiles, images,...). This creates connected networks whose links provide
valuable informations in order to enhance the performance of many tasks in information
retrieval including ranking and annotation.

We introduce in this paper a novel image retrieval framework based on a new class of
kernels referred to as “network or context-dependent”. The contribution of our method
includes (i) a variational framework which helps designing a similarity (and ranking) using
both the intrinsic image attributes and the underlying contextual informations resulting
from different (e.g. social) links and (ii) the proof of convergence of the similarity function
to a fixed-point. We will also show that the resulting fixed-point defines indeed a Mercer
kernel in some reproducing kernel Hilbert space (RKHS). Experiments conducted on social
network data mainly Flickr show the outperformance and the substantial gain of our ranking
scheme with respect to the use of classic “context-free” similarity.

Résumé

La croissance exponentielle des réseaux sociaux sur Internet les rend actuellement
des standards incontournables de partage et d’exploration des données multimédia.
Dans ces réseaux, les utilisateurs rajoutent des informations (images, texte, au-
dio,...) et créent des liens vers d’autres contenus. Ces liens sociaux fournissent
des statistiques sur les données et permettent aussi d’améliorer les performances de
plusieurs taches en recherche d’information comme le “ranking” et l’enrichissement
des annotations.
On introduit dans cet article une nouvelle approche de recherche d’images basée
sur une famille de noyaux dite dependente des “réseaux sociaux”. La contribution
de ce travail inclut (i) une approche variationnelle permettant de construire ces
noyaux de similarité (et de “ranking”) en utilisant les attributs visuels intrinsèques
des images ainsi que leur contexte issue des liens sociaux et (ii) une preuve de con-
vergence du noyau construit vers un point-fixe. On démontre aussi que ce dernier
définit bien un espace à noyau reproduisant (RKHS). Les experiences, menées sur
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des données du réseau social Flickr, démontrent clairement les bonnes performances
de notre noyau de “ranking” par rapport aux fonctions de similarité classiques c.a.d.
indépendantes du contexte.

Keywords: Kernel Methods, Kernel Design, Context Based and Graph Similarity, Social
Networks, Cross-Media Retrieval.

1. Introduction

Social networks (SN) such as Facebook, Flickr, MySpace’s and Google’s FriendConnect, are
becoming trendy information sharing spaces which allow Web users to put and refer other
contents (ECIR, 2009; WSIRTEL, 2007). For instance, personnel pictures in Flickr are
meshed together when they share common “semantics”, owners or interests (see Fig 1, B)
implying a form of implicit social structure. This networking scheme is currently a valuable
source of statistics both for real-world applications1 and from the methodological point-of-
view as links between images may boost ranking and retrieval performances (Russell et al.,
2008).

Most of the current image querying paradigms (Ritendra et al., 2008) are based on rank-
ing strategies which are clearly not appropriate in order to handle SN image data. This
comes from the well known statistical inconsistency of the underlying low level features
with respect to the user’s “class of interest”, the impossibility of these paradigms to quan-
tify the user’s “subjectivity” related to his social links and also complexity of images. More
suitable techniques started to emerge for SN information retrieval mainly in closely related
area such as text document ranking (Kirchhoff et al., 2008; Zhou et al., 2008; Hoser, 2009;
Bian et al., 2008) and tagging (Ames and Naaman, 2007; Franke et al., 2007). Recent, but
very few work, is now handling SN image retrieval such as the pioneering paper of Li et al.
(2008) that uses visual links in order to propagate image tags and the method of Stone et al.
(2008) which is of a particular interest; as authors consider face recognition in SN using
conditional random fields and show a significant improvement when using contextual-links
between faces in the recognition process. Other work uses graph transduction (Wang et al.,
2008) and also manifold learning (Hoi et al., 2008; Sahbi et al., 2008b) in order to exploit
links between data and performs metric learning/ranking. Manifold learning is a suitable
technique in order to define distances relying on the topology of data where the general as-
sumption states that locally distances are Euclidean but globally they are geodesics (Roweis
and Saul, 2000). This strong assumption, which works reasonably well for many applica-
tions, is not well adapted in order to handle social network data as continuity with respect
to the underlying links is not guaranteed.

Our goal in this work is to design a new family of kernels which take high values not
only when images share the same intrinsic visual features but also the same context or SN
links. The word kernel is used in order to designate similarity and also ranking metrics
as one may define the latter from RKHS kernels and vice-versa (see Section 2.4). In the
remainder of this paper, kernels based on intrinsic visual features will be referred to as

1. FaceBook played a major role in the 2008 US presidential election and continue to be a major actor in
profile-based publicity.
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”network or context-free” while those including the outward (SN) contextual links will be
named “network or context dependent”.

1.1 Background and Motivations

Context has played an important role in computer vision and mainly in scene interpre-
tation where couple of context-dependent recognition and retrieval techniques show their
out-performance with respect to context-free ones (Amores et al., 2005; Sahbi et al., 2008a;
Jin and Geman, 2006; Bach, 2008; Zhu and Mumford, 2004; Geman and Johnson, 2002).
The general idea is to capture the visual appearance of “objects of interest” in query im-
ages as well as the underlying visual context. This was initially motivated by the success
of other closely related areas in automatic speech recognition and machine translation (see
for instance Koehn et al. (2003)). Context based scene interpretation and retrieval consists
in segmenting and extracting objects of interest in queries and modeling their contextual
and spatial relationships (Galleguillos et al., 2008), then matching them with other images
(Sahbi et al., 2008a). Regardless, the difficulty of segmenting and recognizing objects, rely-
ing only on the visual information is known to be limited by the semantic gap (Smeulders
et al., 2000).

If one handles social network data, such as Flickr, then tags can be used in order to partially
close the semantic gap. Considering the image query in the right-center of figure (1, B),
the latter shares with other images a finite number of labels (“race car”, “car”, “Malibu”).
If one is interested in finding cars in the same visual context as that query, and if one con-
ditions the search using a conjunction (resp. disjunction) of those labels then it will not be
possible to retrieve cars out of Malibu (resp. possible to find Malibu but not cars) resulting
into bad recall/precision performances. Needless to say, visual and text informations are
complementary in order to improve both recall and precision as already mentioned in many
studies in cross-media retrieval (see for instance Arni et al. (2008)) and as will be shown
through this paper but for the particular case of social networks.

1.2 Goals and Contributions

In this paper we introduce a ranking method based on a new family of kernels referred to
as “social-network-kernels” (SNK). An image database is modeled as a graph where nodes
are pictures and edges correspond to the social links. We design our SNK as the fixed
point of a constrained energy function mixing (i) a fidelity term which measures intrinsic
visual similarity between images, (ii) a neighborhood criterion that captures the context,
i.e., resemblance between the underlying social links and (iii) a regularization term which
helps finding a smooth solution in the form of a probability distribution. Notice that this
work is different from the one in Sahbi et al. (2008a) in many aspects including

(i) The update of our objective function (see equation 1) which now considers kernel simi-
larity between images and not interest points. Indeed, in our previous work, kernel design
was achieved for interest points in the context of their images, while in the current version,
kernel building is done for images in the context of their visual parts. One of the key aspects
of this work resides in the new definition of these parts which are actually not explicitly

3



Hichem Sahbi and Jean-Yves Audibert

racecar Malibu

Malibu

racecar

(A)

(B)

sport

car

Figure 1: The image in the right-center in both (A) and (B) has many links to other pictures which
share similar concepts, such as location or car style. The visual context of that query
contains at least three objects “car”, “road” and “Malibu landscape”. While visually
these objects are difficult to extract and to describe (A), they can be characterized by
three classes of social links (B).

extracted (using segmentation or object extraction techniques) but instead defined by the
set of outward links pointing other images in the social network (see Fig 1, B). This not
only avoids us solving ill posed and difficult object segmentation problems (see Fig 1, A)
but also provides us with more statistics about contextual-parts of images through their
external social links.

(ii) The structure of social networks defines around each query a bag-of-context images; as
will be shown in section (2) our approach is able to map these “order-less” and “variable-
length” bags into fixed length and ordered feature vectors. This follows from the positive
definiteness of SNK, i.e., there exists a reproducing Hilbert space where our kernel is seen
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as a dot product (see Section 2.4).

(iii) We will rise other theoretical issues mainly the convergence of our kernel to a fixed-
point (see Section 2.3) and we will also show that, under particular conditions, one may
derive a metric from SNK which is equivalent to the diffusion map distance (Lafon et al.,
2006).

Globally, SNK captures intrinsic visual similarity as well as social network topology
since its general form considers the similarity between any two images by incorporating also
their context, i.e., the similarity of the surrounding bags of images in the social links. Our
kernel can be viewed as a variant of “dynamic programming” similarity (Bahlmann et al.,
2002) where instead of using the ordering criterion we consider a neighborhood assumption
which states that two images are very similar if they have similar visual features and if they
satisfy a neighborhood criterion, i.e., their SN linked images are similar too. Our kernel
design might be seen as a variant of existing Markov based methods such as Fisher kernels
(Jaakkola et al., 1999), which implement the conditional dependency between data. SNK
also implements such dependency with an extra advantage of handling the context at differ-
ent orders2 and being the fixed point and the (sub)optimal solution of a constrained energy
function closely related to the goal of our application, i.e., gathering (or at least balancing)
discrimination and flexibility when taking into account the context. Again, one may use a
simpler way in order to integrate the context by concatenating bags of neighboring images
but these semi-structured data have no-fixed length and cannot be ordered so the frame-
work presented later in the paper will map them into a dot product space (see Section 2.4).
Finally, through all the sections of this paper, the word social network will be abusively and
repeatedly used but one should not consider this work applicable only for social networks,
as it can be naturally extended to other networked datasets (web-pages, etc.) and also to
other pattern recognition tasks including classification and regression. Nevertheless, social
networks are particular datasets which offer lots of informations (including labels and tags)
that are currently well spread and easy to get on the Web.

In the remainder of this paper we consider X as a random variable standing for all the
possible images of the world, here X is drawn from an existing but unknown probability
distribution P . Terminology and notation will be introduced as we go through different
sections of this paper which is organized as follows: Section (2) tackles the issue of social
network kernel design, followed by proofs that this function is indeed a Mercer kernel and
convergent to a fixed-point. Section (3) shows experimental results and the applicability
of SNK in order to handle SN databases including Flickr. We will discuss the method in
Section (4) and conclude in (5) while providing some extensions for a future work.

2. Network-Dependent Similarity

Let us consider X = {x1, . . . , xn} as a finite set of images drawn from the same distribution
as X. Considering k : X × X → R as a continuous symmetric function which, given two

2. As will be discussed later in the paper, the definition of the context is recursive and takes into account
different orders resulting into hierarchies of surrounding contexts.
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images (xi, xj), provides us with a similarity measure. Our goal is to design k(xi, xj) by
taking into account the intrinsic properties of xi, xj and also their social links, i.e., the set
of images which are linked to xi, xj .

2.1 Context and Graph-Links

We model an image database X using a graph G = (V, E) where nodes V = {v1, . . . , vn}
correspond to pairs {(xi, ψf (xi))}i and edges E = {ei,j,ω} are the set of labeled connections of
G. In the above definition, ψf (xi) corresponds to the descriptor of xi while ei,j,ω = (vi, vj , ω)
defines a connection between vi, vj of type ω. The latter might be any particular label for
instance two images are linked when they share the same semantic (actually keywords),
owners, GPS locations, etc.
Introduce

N ω(xi) =
{
xj : (xi, xj , ω) ∈ E

}
Notice that the definition of the neighborhood in this paper is different from the one pro-
posed in Sahbi et al. (2008a), as the latter provides us only with a set of neighbors N (x)
around x which are not segmented into different parts. In this work N (x) = ∪ω∈LNw(x),
so our new definition of neighborhoods {Nw(x)}w reflects the co-occurrence of different
images with particular words or connection types (see Fig 1, B).

2.2 Context Based Similarity Design

For a finite collection of images, we put some (arbitrary) order on X , we can view a kernel
k on X as a matrix K in which the “(x, x′)−element” is the similarity between x and
x′: Kx,x′ = k(x, x′). Let Pω be the intrinsic adjacency matrices respectively defined as
Pω,x,x′ = gω(x, x′), where g is a decreasing function of any (pseudo) distance involving
(x, x′), not necessarily symmetric. In practice, we consider gω(x, x′) = 1{x′∈Nω(x)}. Let
Dx,x′ = d(x, x′), (d(x, x′) = ‖ψf (x)−ψf (x′)‖2). We propose to use the kernel on X defined
by solving

min
K

Tr
(
K D

′)
+ β Tr

(
K log K

′)
− α

∑
ω

Tr
(
K Pω K′ P′

ω

)
(1)

s.t.

{
K ≥ 0
‖K‖1 = 1

Here the operations log and ≤ are applied individually to every entry of the matrix (for
instance, log K is the matrix with (log K)x,x′ = log k(x, x′)), ‖ · ‖1 is the “entrywise” L1-
norm (i.e., the sum of the absolute values of the matrix coefficients) and Tr denotes matrix
trace. The first term, in the above constrained minimization problem, measures the quality
of matching two descriptors ψf (x), ψf (x′). In the case of visual features, this is considered
as the distance, d(x, x′), between the visual descriptors (color, texture, etc.) of x and x′. A
high value of d(x, x′) should result into a small value of k(x, x′) and vice-versa.
The second term is a regularization criterion which considers that without any a priori
knowledge about the aligned samples, the probability distribution {k(x, x′)} should be flat
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so the negative of the entropy is minimized. This term also helps defining a simple solution
and solving the constrained minimization problem easily. The third term is a neighborhood
criterion which considers that a high value of k(x, x′) should imply high kernel values in the
neighborhoods N ω(x) and N ω(x′). This criterion makes it possible to consider the context
and social links of each sample in the matching process.
We formulate the minimization problem by adding an equality constraint and bounds which
ensure a normalization of the kernel values and allow to see {k(x, x′)/

∑
x,x′∈X k(x, x

′)} as
a joint probability distribution on X × X (or P-Kernel (Haussler, 1999)).

2.3 Solution

Proposition 1 Let u denote the matrix of ones and introduce

ζ =
α

β

∑
ω

‖PωuP′
ω + P′

ωuPω‖∞,

where ‖ · ‖∞ is the “entrywise” L∞-norm. Provided that the following two inequalities hold

ζ exp(ζ) < 1 (2)
‖ exp(−D/β)‖1 ≥ 2 (3)

the optimization problem (1) admits a unique solution K̃, which is the limit of the context-
dependent kernels

K(t) =
G(K(t−1))

‖G(K(t−1))‖1
, (4)

with

G(K) = exp
{
− D
β

+
α

β

∑
ω

(
PωKP′

ω + P′
ωKPω

)}
, (5)

and
K(0) =

exp(−D/β)
‖ exp(−D/β)‖1

Besides the kernels K(t) satisfy the convergence property:

‖K(t) − K̃‖1 ≤ Lt‖K(0) − K̃‖1. (6)

with L = ζ exp(ζ).

By taking not too large β, one can ensure that (3) holds. Then by taking small enough
α, Inequality (2) can also be satisfied. Note that α = 0 corresponds to a kernel which is not
context-dependent: the similarities between neighbors are not taken into account to assess
the similarity between two images. Besides our choice of K(0) is exactly the optimum (and
fixed point) for α = 0.

To have partitioned the neighborhood into several (typed) links corresponding to dif-
ferent degrees of proximity (as shown in Fig. 1, B) has lead to significant improvements.
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On a theoretical viewpoint, it allows us to consider a larger α (since the constraint (2)
becomes easier to satisfy with partitioned neighborhood), and apparently a more positively
influencing context-dependent term (last term in (1)).
Proof see appendix.

We will now show the unicity of the solution of this fixed point equation (4)

Lemma 2 Let B be the set of matrices with nonnegative entries and of unit L1-norm, i.e.,
B =

{
K : K ≥ 0, ‖K‖1 = 1

}
. If we have ‖ exp(−D/β)‖1 ≥ 2, then the function ψ : B → B

defined as ψ(K) = G(K)/‖G(K)‖1 is L-Lipschitzian, with L = ζ exp(ζ), where we recall
the definition ζ = α

β

∑
ω ‖PωuP′

ω + P′
ωuPω‖∞.

As a consequence of this lemma, as soon as we have L = ζ exp(ζ) < 1, the fixed point
equation (4) admits a unique solution K̃, and Inequality (6) holds.
Proof see appendix.

2.4 Reproducing Kernel Hilbert Space

A kernel k : X × X → R is positive (semi-)definite or is a Mercer kernel on X , if and only
if the underlying Gram matrix K is positive (semi-)definite. In other words, it is positive
definite if and only if we have V ′KV > 0 for any vector V ∈ RX − {0}. When we just
have V ′KV ≥ 0 for any vector V ∈ RX − {0}, we just say that it is positive semi-definite.
A Mercer kernel guarantees the existence of a Reproducing Kernel Hilbert Space (Shawe-
Taylor and Cristianini, 2000) such that k(x, x′) = 〈φ(x), φ(x′)〉, where φ is an explicit (or
more likely implicit) mapping function from X to the RKHS, and 〈·, ·〉 is the dot kernel in
the RKHS.

Proposition 3 The context-dependent kernels on X defined in Proposition (1) by the ma-
trices K̃ and K(t), t ≥ 0, are positive definite.

Proof Let us prove that if K is positive semi-definite then G(K) is also positive definite.
We start by noticing that for a positive definite matrix K and for any matrix P, the matrix
PKP′ is positive semi-definite since we have

V ′PKP′V = (P′V )′K(P′V ) ≥ 0.

So the matrix A = α
β

∑
ω

(
PωKP′

ω + P′
ωKPω

)
is positive semi-definite. As a consequence,

from (Shawe-Taylor and Cristianini, 2000, Proposition 3.12 p.42), the matrix
∑`

i=1
Ai

i! is also
positive semi-definite, where Ai is the matrix such that [Ai]x,x′ = (Ax,x′)i (that is, we con-
sider the entrywise product, and not the matrix product). We get that exp(−D/β)

∑`
i=1

Ai

i! ,
and consequently B = exp(−D/β)

∑∞
i=1

Ai

i! , are also positive semi-definite. Since we have

G(K) = exp(−D/β) + B,

with B positive semi-definite and exp(−D/β) positive definite (since it is a Gaussian kernel),
we have thus proved that G(K) is positive definite.
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We now proceed by induction to prove that the functions K(t) are positive definite. The
function K(0) is positive definite since it is a Gaussian kernel (up to a positive multiplicative
factor). Since K(t) is equal to G(K(t−1)) up to a positive multiplicative factor, we have by
induction that K(t) is a positive definite kernel. Since K̃ is the limit of K(t), we obtain
that K̃ is positive semi-definite. From this and the fixed point equation satisfied by K̃, we
obtain that K̃ is positive definite.

3. Benchmarking

3.1 Databases and Settings

In order to show the extra advantage of our kernel with respect to the use of “add-hoc”
context-free similarities, we evaluated SNK on classic databases (Corel) as well as social
network data from Flickr. Both sets are challenging; the first one, relatively small, contains
6683 images belonging to 200 categories (see Fig 3, top) while the second one is larger
and contains 24.999 images downloaded from Flickr3 and belong to 9 classes (see Fig 3,
bottom). Images of these sets contain on average 7 labels. In both sets, social hyper-links
are defined between two images if and only if they share common labels. Notice that only
labels appearing less than M times are used in order to define links between images so this
will reduce the effect of commonly used and useless labels.
Without extensive tuning, we found that any small value of M (in practice M = 10)
substantially improves the retrieval performance of SNK w.r.t to classic similarities (see
Section 3.2). Large values of M were not tested as this results into lots of interconnections
in G and makes the approach computationally intractable.

Each image in Corel and Flickr is processed in order to extract a battery of visual de-
scriptors including HSV, Laplacian RGB, Edge Orientation Histograms (EOH) and Hough
coefficients, all concatenated together in order to form a large feature vector. Afterwards,
principal component analysis (PCA) is applied on the whole sets (Corel and Flickr) in order
to reduce dimensionality by taking 98% of the statistical variance resulting into a feature
space of 99 dimensions for Corel and 104 for Flickr.

As a matter of comparison, text features are also combined with visual ones. First,
images characterized by their bags of keywords, are mapped using the TF/IDF (term
frequency-inverse document frequency) feature vectors then concatenated with the underly-
ing visual features. After the application of PCA on the whole Corel (resp. Flickr) combined
features, only 43 (resp. 44) coefficients are kept in order to preserve 98% of the statistical
variance of the data. In the remainder of this paper, performances will be reported using a
variant of precision/recall, denoted PR(i), i = 1, ..., 10, and defined as the expectation of
the fraction of relevant images among the top i, here the expectation is with respect to all
the possible image queries in the social network.

3. These images were downloaded and annotated by the ImageClef 2009 challenge organizers.
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3.2 Ranking

For both Corel and Flickr, we first build the SNK Gram matrices K(t), t = 0, 1, . . . con-
taining all the cross-similarities between images, then retrieval is achieved by submitting all
the possible images as queries. Results are ranked according to relevance as an increasing
function of SNK so images ranked among the top are more likely to belong to the same
class as the query.
We evaluated our kernel using a power assist Gaussian initialization i.e., K(0)

x,x′ = exp(−‖ψf (x)−
ψf (x′)‖2/β). Our goal is to show the improvement brought when using K(t), t ∈ N+, so we
tested it against the standard context-free similarity kernel K(t), t = 0.
The setting of β is performed by maximizing the performance of the Gaussian kernel as the
latter corresponds to the left-hand side (and baseline form) of K(t), i.e., when α = 0. For
both Corel and Flickr, we found that the best performances are achieved for β = 103 (see
Table 1) and this also guarantees condition (3). The influence (and the performance) of the
right-hand side of K(t), α 6= 0 increases as α increases (see Table 2), nevertheless and as
shown earlier, the convergence of K(t) to a fixed point is guaranteed only if (2) is satisfied.
Therefore it is obvious that α should be set to the highest possible value which also satisfies
condition (2).

Diagrams in figure (2) show the PR performance on both Corel and Flickr for dif-
ferent iterations; we clearly see the out-performance and the improvement of SNK (i.e.,
K(t), t ∈ N+) with respect to the context-free kernel K(0). In all cases the improvement
brought by our kernel is clear and consistent. Due to the hardness of retrieval tasks on
these generic image datasets, the absolute performance reported on these tables are of
course smaller than those known for specific databases (such as faces or handwritten char-
acters), nevertheless our main point is to show that SNK consistently improves the results
on these generic sets. We have also shown baseline (context-free) results using visual and
also combined text/visual features in order to corroborate the statement that improvement
is not only due to the nature of the features but also to the integration of the context in
kernel design (see Tables 1,2 and diagrams 2, mainly comparison between visual (Vis) and
combined text/visual (Tex/Vis) features).

4. Discussion

Relation to diffusion map. One can easily show that SNK may also capture the structure
and the topology of social networks through diffusion map (Lafon et al., 2006). Considering
Pω = Pω′ = P, ∀ω, ω′ ∈ L, |L| = m, β � 2αm4 and using the first order Taylor expansion
one may approximate the kernel K(t) by

−
t−1∑
k=0

1
β

(
2mα
β

)k

P(k)DP(k)′ +
(

2mα
β

)t

P(t)K(0)P(t)′ (7)

4. This assumption is also well supported by the good performance of our kernel when β takes high values
as shown in tables (1, 2).
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Figure 2: This figure shows different PR results (precision for different recalls) on both
Corel and Flickr using Visual and Combined Text/Visual Features. In all these
cases, the improvement is always consistent.
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Table 1: This table shows the evolution of the PR(10) measure w.r.t. the parameter β. Dif-
ferent feature vectors are used for comparisons including visual (Vis) and combined
text/visual (Com).

Corel Flickr
(log β) Vis Com Tex/Vis Vis Com Tex/Vis
−2 10.2 10.2 10.0 10.0
−1 10.2 10.2 10.0 10.0
0 12.5 16.5 14.5 19.1
+1 16.0 23.3 22.3 24.4
+2 16.2 23.7 22.6 24.5
+3 16.2 23.8 22.6 24.5
PR(10) in (%)

Table 2: This table shows the evolution of PR(10) measure w.r.t. the parameter α after
convergence (log β = +3). Different feature vectors are used for comparisons
including visual (Vis) and combined text/visual (Com).

Corel Flickr
(log α/β) Vis Com Tex/Vis Vis Com Tex/Vis
−3 16.2 23.8 22.6 24.5
−2 16.9 24.6 22.6 24.7
−1 23.8 29.7 25.6 28.1
0 29.6 32.0 29.7 30.5
+1 NC NC NC NC
PR(10) in (%), NC stands for not convergent.

Let Pij = P1(j|i) denotes the probability of a 1-step walk from from a node vi to vj in G.
In the context of diffusion map (Lafon et al., 2006), the idea is to represent higher order
walks by taking powers of P, i.e., P(k) = P(k−1)P. P(k) is then the k-step random walk
graph Laplacian which models a Markovian process where the conditional k-step transi-
tion likelihood is the sum of all the possible k-1 steps linking vi to vj (P(k)

ij = Pk(j|i) =∑n
`=1 Pk−1(`|i)P1(j|`)). In this definition, k acts as a scale factor that increases the local

influence of the context when designing SNK. For a given t, the right-hand side of (7) is
the ”t-step” similarity between vectors embedded into the manifold space related to diffu-
sion map while the left-hand side takes into account the intrinsic visual similarity which is
independent from the structure of the social network. Put differently, at the convergence
stage, SNK balances the visual aspects (features) of images and the underlying manifold
topology in the social networks.

Performance. In almost all cases, one iteration was sufficient in order to outperform the
Gaussian kernel (baseline). Experiments clearly show that the performance of the latter

12
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Figure 3: This figure shows ranked results for different image queries in the left-hand side.
For each case, upper (resp. lower) images correspond to context-free (resp. de-
pendent) kernel ranking. The two first queries are taken from Corel while the
two others from Flickr.
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can be consistently improved by including context of images in the SN. Even though results
are reported on ranking and retrieval tasks, our kernel might be extended to handle other
machine learning problems including classification and regression which are out of the scope
of this paper. Furthermore, it is known that good ranking performances of kernels imply
good classification/regression results.

Speedup. Finally, one current limitation of SNK (when t takes large values), resides in its
computational complexity specially for large scale databases. Assuming K(t−1) known, for
a given pair x, x′, the worst complexity is O(max(mN2,ms)) where s is the dimension of
the feature space, m = |L| (label vocabulary size) and N = maxx,x′,ω{|N ω(x)|, |N ω(x′)|}.
It is clear enough that when N <

√
s, the complexity of evaluating our kernel is equivalent

to usual context-free ones such as the Gaussian. That’s why we eliminated highly frequent
tags when building G; not only because they might not be informative but also in order to
decrease interconnections in G (and also N) and the overhead due to the right-hand side
term of SNK. This speedup is still not sufficient mainly when querying very large scale SNs.
As a future work, and taking benefit from the Mercer condition, we are currently extending
our SNK similarity in order to handle very large scale databases using lossless acceleration
techniques.

5. Conclusion

We introduced in this work a novel approach for kernel design dedicated to social networks.
The strength of this method resides both in the inclusion of social links which provide valu-
able informations about image relationships and also in the way context is included in kernel
design thereby improving ranking and retrieval performances consistently.

Extensions of this work include the use of ontologies in order to enrich social links by
looking for synonymous or related concepts. Other future work will tackle acceleration tech-
niques which help reducing processing time and handling very large scale social networks.

Appendix

Proof [Proof of Proposition 1] Introduce the function

F : K 7→ Tr
(
K D

′)
+ β Tr

(
K log K

′)
− α

∑
ω

Tr
(
K Pω K′ P′

ω

)
.

This function is continuous on the compact set defined by the constraints in (1) so it admits
a minimum on it. Since the function t 7→ t log t on the real numbers has an infinite negative
derivative when t tends to zero, none of the Kx,x′ are equal to 0 at the minimum. Since
the constraint K ≥ 0 is not active on a minimum, the minima of F are obtained when the
gradient of F is parallel to the gradient of the active constraint

∑
x,x′ Kx,x′ = 1, i.e. when

there exists λ′ ∈ R such that for any x, x′ ∈ X ,

∂F

∂Kx,x′
= λ′,
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hence when
D + β(u + log K)− α

∑
ω

(
PωKP′

ω + P′
ωKPω

)
= λ′u,

where we recall that u denotes the matrix of ones. So the minimum satisfies necessarily the
fixed point relation

K =
G(K)

‖G(K)‖1
,

with (8)

G(K) = exp
{
− D
β

+
α

β

∑
ω

(
PωKP′

ω + P′
ωKPω

)}
,

where the function exp is applied individually to every entry of the matrix.

Proof [Proof of Lemma 2] Let K1 and K2 be two matrices in B. Introduce G1 = G(K1)
and G2 = G(K2). We have

‖ψ(K2)− ψ(K1)‖1

=
∥∥∥∥ G2

‖G2‖1
− G1

‖G1‖1

∥∥∥∥
1

≤
∥∥∥∥ G2

‖G2‖1
− G2

‖G1‖1

∥∥∥∥
1

+
∥∥∥∥ G2

‖G1‖1
− G1

‖G1‖1

∥∥∥∥
1

= min
K:‖K‖1=1

∥∥∥∥K− G2

‖G1‖1

∥∥∥∥
1

+
∥∥∥∥ G2

‖G1‖1
− G1

‖G1‖1

∥∥∥∥
1

≤
∥∥∥∥ G1

‖G1‖1
− G2

‖G1‖1

∥∥∥∥
1

+
∥∥∥∥ G2

‖G1‖1
− G1

‖G1‖1

∥∥∥∥
1

=
2

‖G1‖1
‖G2 −G1‖1

≤ ‖G2 −G1‖1, (9)

where the last inequality uses the assumption of the lemma. To upper bound the last
difference, we use Taylor’s formula. Consider y, y′ in X . Let ∆G =

∣∣G2 −G1

∣∣ and ∆K =∣∣K2 − K1

∣∣ be the matrices defined by [∆G]x,x′ =
∣∣[G2]x,x′ − [G1]x,x′

∣∣ and [∆K]x,x′ =∣∣[K2]x,x′ − [K1]x,x′
∣∣. We have

β

α

∂[G(K)]y,y′

∂Kx,x′

=
∑
ω

(
[Pω]x,y[Pω]x′,y′ + [Pω]y,x[Pω]y′,x′

)
[G(K)]y,y′ .

Therefore we have
β

α
[∆G]y,y′

≤
∑
ω

[
P′

ω∆KPω + Pω∆KP′
ω

]
y,y′‖G(K)‖∞,
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which implies

β

α
‖G2 −G1‖1

=
β

α

∑
y,y′

[∆G]y,y′

≤
∑
ω

Tr
(
P′

ω∆KPωu + Pω∆KP′
ωu

)
‖G(K)‖∞

≤
∑
ω

‖PωuP′
ω + P′

ωuPω‖∞‖∆K‖1‖G(K)‖∞.

Now we trivially have

0 ≤ G(K) ≤ exp
{
α

β

∑
ω

(
PωuP′

ω + P′
ωuPω

)}
,

hence we obtain

‖G2 −G1‖1 ≤ ζ‖∆K‖1 exp(ζ).

Plugging this inequality into (9), we get

‖ψ(K2)− ψ(K1)‖1 ≤ ζ exp(ζ)‖K2 −K1‖1
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